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Major Goals:  This project consisted of a twofold objective of detection of communities and copy in social 
networks, being the large scale of the available data the principal difficulty in its realization. As a result, the 
research to be conducted within this project was developed in two different directions: the detection of social circles 
and large-scale copy detection in textual documents.



Social circles represent communities among the users in a social network and, therefore, state-of-the-art 
community detection techniques can be applied for their detection. Our research within this problem was based on 
the application of several community detection methods, based on both clustering and deep-learning. We

considered also the development of different novel feature representations for both the structure of the network 
itself and the users' profiles to feed the community detection algorithms. In addition, a critical discussion of the 
evaluation measures employed for the task in state-of-the-art works was needed, as they sometimes present 
serious flaws and lead to degenerate optimal performance.



The research on textual copy and similarity detection is focused on the application of different hashing techniques, 
with the aim to reduce the computational cost of both the detection of pairs of similar documents and the retrieval of 
similar documents to a given one. As most state-of-the-art hashing techniques are unsupervised, we incorporated 
supervision by learning metrics. Among the major goals of this research, the construction of a large-scale dataset 
of tweets about the topic ISIS was included. This dataset contains a portion of tweet pairs with similarity labels, 
obtained by means of a crowdsourcing process. We started to apply our methodology on publicly released Twitter 
datasets, as well. We considered several representations of tweets, from basic bags of words and n-grams to the 
novel, more complex, deep-learning based word embeddings.

Accomplishments:  This report contains the work done during the project on both tasks of social circles detection 
and large-scale copy detection in Twitter. 

 

Social circles detection

-------------------------------

The core of our work was the development of several feature representations for both the network structure and the 
users' profiles. Structural features are based on the concepts of friendship ranks (the degree of closeness of the 
relationship between a certain pair of users), weighting (making the magnitude of the representation inversely 
proportional to the friendship rank that it represents) and aggregation (to represent all the friendship ranks with just 
one measure). With respect to profile features, we defined the following representations: explicit (they represent the 
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values of the profile characteristics taken by the users), intersection (they represent the relationship between pairs 
of users with respect to a certain profile characteristic) and weighted (they represent the relationship between pairs 
of users with respect to all the characteristics present in the experiments). In our study, we considered the 5 more 
informative profile characteristics: hometown, school, employers, gender and birthday; and we perform experiments 
using different subsets of them. 

As a prediction technique, we employed multi-assignment clustering, a clustering method for vectorial data allowing 
for the assignment of the objects into more than one cluster, which allows to predict overlapping social circles. The 
evaluation of predicted sets of social circles is complex. 

We followed two different approaches to define evaluation metrics. The first one consists in a similarity score 
between pairs of circles. To evaluate the whole set of predicted circles, an alignment between it and the set of 
groundtruth circles is needed. The alignments present in state-of-the-art studies present flaws and lead to 
degenerate optimal performance. The second evaluation framework is based on an edit distance between the set 
of groundtruth circles and the set of predicted circles. Our experiments were conducted by predicting a fixed 
number of circles and relying on the prediction technique to leave empty the extra circles. We compare our method 
to two basic baselines and a state-of-the-art method. Our method provides better results than the baselines and the 
state-of-the-art technique when they are evaluated by the edit distance measure, which is not the case when they 
are evaluated by the measures based on similarity scores between pairs of circles. 

The results obtained from this research have led to the publication of two papers in peer-reviewed conference 
proceedings  and the development of a master's thesis, while another paper has been published in the Neural 
Computing and Applications journal.

Alongside the extensive research on social circles detection, we constructed a dataset of text similarity between 
pairs of tweets, labelled by means of a crowdsourcing process. 



Large-scale copy detection in Twitter

-------------------------------------------------

Within the framework of large-scale copy detection in Twitter, we depart from the similarity labelled dataset built by 
us during the project, along with the retrieval of a new dataset of 1 million unlabelled tweets, used to evaluate our 
method in large-scale scenarios. Our work was based on the learning of hash functions from the data. We hoped 
that similar pairs of tweets fell into the same hash code while dissimilar pairs of tweets fell into different hash codes, 
and also that the distribution of tweets into hash codes was uniform enough to reduce the search space of pairs of 
copied tweets. In our study we used different methods:

1) Large-Scale Copy Detection in Twitter Using Anchor Graph Hashing and Metric Learning

The objective of our study was to map documents into hash codes, so that

similar documents have to obtain the same hash code while dissimilar ones have to obtain different hash codes, in 
a pairwise manner. To evaluate this, we calculated the percentage of tweet pairs labelled as similar sharing the 
same hash code, and the percentage of tweet pairs labelled as dissimilar having different hash codes. Although 
both measures are important, we prioritised having a high value of the former one. Finally, we reported an accuracy 
measure consisting of an arithmetic mean of both measures. We conducted several hashing experiments, with and 
without Metric Learning, varying the tweet representations, the number of anchors and the number of bits of the 
hash codes. We observed that the hash functions obtained with Metric Learning are more accurate in mapping 
similar tweet pairs into the same hash code, which is our priority. In addition, generally, the experiments using 
Metric Learning are more accurate than the experiments without Metric Learning. We compared the performance of 
our methodology to two other state-of-the-art hashing methods: SimHash and Spectral Hashing . The performance 
of AGH in general, and AGH with Metric Learning in particular, is superior to the one of SimHash and Spectral 
Hashing. The quadratic cost of applying pairwise copy detection algorithms between every two documents in a 
certain textual dataset becomes unfeasible as the size of the dataset increases. Therefore, we applied hashing in 
order to search for copy detection just between pairs sharing the same hash code. We designed an empirical 
evaluation framework for the computational gain of our approach. This evaluation consisted in conducting hashing 
experiments in subsets of tweets of a size ranging from 50,000 to 1 million and comparing their cost to the one of 
checking every tweet pair in the dataset. The cost of our approach is much lower than the quadratic cost of the 
worst case. In addition, when the corpus size increases, the cost of the worst case grows faster than the cost of our 
approach that is empirically subquadratic. Therefore, we may conclude that it is assymptotically more efficient.



2) Large-Scale Copy Detection in Twitter Using Siamese Neural Networks

After obtaining the results using Anchor Graph Hashing and Metric Learning, we decided to conduct some textual 
similarity experiments using neural networks, which are nowadays state-of-the-art for a great variety of tasks. In 
particular, we chose a siamese architecture which is divided into two branches sharing weights. This way, the 
network can receive a pair of sentences as input and take the decision whether the sentences are similar or not. 
We have decided to adapt them for the task of textual similarity as we believe that they have potential to provide 
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good results. The architecture we used is composed of two siamese branches (sharing weights) which contain a 
word embeddings layer and several convolutional layers. After the concatenation of the output of both branches, 
we add optionally several fully connected layers, and finally we calculate a score from the output. The output score 
is calculated by means of the contrastive divergence, which is designed to pull together similar pairs and to push 
apart dissimilar pairs. We conducted several experiments both with and without fully connected layers at the end of 
the neural networks. We have also tried several values for the parameters. To evaluate the performance we 
calculate the accuracy, which is simply the percentage of tweet pairs that are correctly classified as similar or not 
similar.

The performance of these neural networks for the task is good and they can obtain a high accuracy, especially 
when adding fully connected layers at the end of the network. This work has resulted in the writing of a manuscript 
for the Journal of Engineering Business Management (awaiting revision).

In the Upload section, we include the  report containing the work done on this task during the last twelve months of 
the project.
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Final Report

1 Foreword
This report contains the work done by our team during the last twelve
months. This work is focused on the task of large-scale copy detection in
Twitter, based on the dataset about the topic ISIS built by us during pre-
vious reporting periods. Up to the moment, our work has resulted in the
writing of a manuscript that is awaiting revision for the Information Pro-
cessing Letters journal.

2 Large-Scale Copy Detection in Twitter Using
Anchor Graph Hashing and Metric Learning

2.1 Introduction

Textual copy detection is among the most studied natural language pro-
cessing problems, but recently it is gaining attention again, as copying has
become a common phenomenon in the Web and social networks. The classical
algorithms, focused on long and grammatically correct texts [6], are facing
difficulties to adapt correctly to the short and normally grammatically incor-
rect documents present in social media. In this context, the development of
novel techniques is needed.

Most modern copy detection methods are based on the retrieval of a set
of documents similar to a given query [10, 9]. Our approach has a different
aim, to detect pairs of documents with a high level of similarity. However,
this would imply to check every possible pair in a given set of documents,
which is not scalable to large datasets. To solve this problem, we propose a
method to reduce the space of document pairs to be checked by means of a
learnt hash function. The search space would then be reduced to the pairs
of documents sharing the same hash code.
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2.2 Anchor Graph Hashing

The hashing technique that we employ in our study is Anchor Graph hashing,
based on Spectral hashing. The hash code optimization presented by Spectral
hashing [7] is NP-hard, which is overcome by applying spectral relaxation and
calculating real instead of binary codes. Having this assumption, the hash
codes are calculated by building a neighbourhood graph and computing its
eigenvectors. However, due to computational restrictions, the data needs to
be assumed uniformly distributed.

The Anchor Graphs [5] are defined to avoid the last assumption. They
allow to define the neighbourhood graph between the data points and a much
smaller number of central points known as anchors. The hash codes can be
then calculated as the eigenvectors of a smaller square matrix.

2.3 Metric Learning

Anchor Graph hashing is unsupervised, but we wanted to incorporate the
similarity labels available for certain pairs of tweets in our dataset to learn
the hash functions. We have included this supervision by learning a weighted
Euclidean metric and using it to build the neighbourhood graph. We learn
the weights by maximizing the significance of the difference between the sim-
ilarity measures of similar and dissimilar pairs, as calculated by the Wilcoxon
test of ranks [8], which is equivalent to maximizing the Area under the ROC
Curve.

We employ a gradient descent methodology to optimize the weights, for
which several parameters need to be adjusted. In Figure 1, some examples
of the Metric Learning performance with different parameter configurations
are shown. We have performed a grid search and selected two parameter
configurations for our experiments.

2.4 Experiments

2.4.1 Dataset

We have used in our experiments the dataset retrieved from Twitter about
the topic ISIS that we built during past reporting periods. This dataset is
composed of pairs of tweets labelled as either similar or not similar. An
example of a similar and a dissimilar pair can be seen in Table 1, and the
size of the dataset is shown in Table 2.

Apart from this labelled dataset, we have collected an amount of 1 million
tweets about ISIS to measure the computational cost of applying pairwise
copy detection algorithms on large-scale datasets.

2
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(d) 400, γ = 1, µ = 0.01, λ = 0.0005, Test: 0.9930

Figure 1: Metric Learning examples

In every case, the tweets have been preprocessed and represented as bags
of word unigrams and bigrams of different sizes.

2.4.2 Similarity Detection

The objective of our study is to map documents into hash codes, so that
similar documents have to obtain the same hash code while dissimilar ones
have to obtain different hash codes, in a pairwise manner. To evaluate this,
we calculate the percentage of tweet pairs labelled as similar sharing the same
hash code, and the percentage of tweet pairs labelled as dissimilar having
different hash codes. Although both measures are important, we prioritise
having a high value of the former one. Finally, we report an accuracy measure
consisting of an arithmetic mean of both measures. We have conducted
several hashing experiments, with and without Metric Learning, varying the
tweet representations, the number of anchors and the number of bits of the

3



Table 1: Example similar and not similar tweet pairs

Tweet #1 Tweet #2

Similar pairs ISIS Commander, Mullah
Abdul Rauf, Killed In

Afghanistan Drone Strike
-

“No.2 Deputy head of #ISIS
in #Afghanistan, Mullah
Abdul Rauf, killed in air
strike @ShababulAfghani”

Not similar pairs #BobWoodward>#WhiteHouse
Obsess DailyInterference

#ISIS #War/#Pentagon wNO
STRATEGY(Sabotage #military?)

#independent

@enricof88 ISIS expands
into Afghanistan, India
keeps close watch. . . See

—>

Table 2: Size of the annotated dataset, including the percentage of similar
and dissimilar pairs of documents

Number Percentage

Total pairs of tweets 54,791
Similar pairs 14,001 25.5%
Not similar pairs 40,790 74.5%

hash codes. The best results appear in Table 3.
We observe that the hash functions obtained with Metric Learning are

more accurate in mapping similar tweet pairs into the same hash code, which
is our priority. In addition, generally, the experiments using Metric Learning
are more accurate than the experiments without Metric Learning.

2.4.3 Baselines

We have compared the performance of our methodology to two other state-
of-the-art hashing methods: SimHash [2] and Spectral Hashing [7]. In Table
4 the best-performing results for each technique are presented, along with
the best-performing AGH results, both with and without Metric Learning.
The table shows that the performance of AGH in general, and AGH with
Metric Learning in particular, is superior to the one of SimHash and Spectral
Hashing.
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Table 3: Best hashing results, with and without Metric Learning, for every
document representation

Without ML With ML
Representation %SSC %DDC Accuracy %SSC %DDC Accuracy

100 77.38% 92.62% 85.00% 99.19% 50.32% 74.75%
200 74.86% 93.63% 84.25% 98.74% 68.45% 83.60%
400 78.47% 83.12% 80.79% 98.88% 81.70% 90.29%
800 75.99% 87.57% 81.78% 98.90% 91.88% 95.39%
1600 62.88% 95.94% 79.41% 98.11% 92.01% 95.06%

Table 4: Best performing results, in comparison to other hashing methods

Method Representation %SSC %DDC Accuracy

SimHash 100 38.71% 98.45 % 68.58%
Spectral Hashing 100 39.79% 98.41% 69.10%
AGH without ML 100 77.38% 92.62% 85.00%
AGH with ML 800 98.90% 91.88% 95.39%

2.4.4 Computational Cost

The quadratic cost of applying pairwise copy detection algorithms between
every two documents in a certain textual dataset becomes unfeasible as the
size of the dataset increases. Therefore, we have applied hashing in order to
search for copy detection just between pairs sharing the same hash code. We
have designed an empirical evaluation framework for the computational gain
of our approach. This evaluation consists in conducting hashing experiments
in subsets of tweets of a size ranging from 50,000 to 1 million and comparing
their cost to the one of checking every tweet pair in the dataset. The results
are plotted in Figure 2.

The cost of our approach is much lower than the quadratic cost of the
worst case. In addition, when the corpus size increases, the cost of the
worst case grows faster than the cost of our approach that is empirically
subquadratic. Therefore, we may conclude that it is assymptotically more
efficient.

5
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Figure 2: Computational cost of applying pairwise copy detection.

2.5 Publication

The results appearing in this section have been submitted in March 2017 to
the Information Processing Letters journal as [1], which is awaiting revision.

3 Large-Scale Copy Detection in Twitter Using
Siamese Neural Networks

3.1 Introduction

After obtaining the results mentioned in the former Section, we decided to
conduct some textual similarity experiments using neural networks, which are
nowadays state-of-the-art for a great variety of tasks. In particular, we chose
a siamese architecture which is divided into two branches sharing weights.
This way, the network can receive a pair of sentences as input and take the
decision whether the sentences are similar or not.

3.2 Siamese Convolutional Neural Network Architec-
ture

Siamese neural networks have been traditionally used for image classification
[3], and are quite unexplored for textual tasks. We have decided to adapt
them for the task of textual similarity as we believe that they have potential
to provide good results. More concretely, the architecture that we have used
is depicted in Figure 3. It is composed of two siamese branches (sharing
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weights) which contain a word embeddings layer and several convolutional
layers. After the concatenation of the output of both branches, we add
optionally several fully connected layers, and finally we calculate a score
from the output.

Figure 3: Siamese convolutional neural network architecture.

The output score is calculated by means of the contrastive divergence [4],
which is designed to pull together similar pairs and to push apart dissimilar
pairs.

3.3 Experiments

We have conducted several experiments both with and without fully connec-
ted layers at the end of the neural networks. We have also tried several values
for the parameters. To evaluate the performance we calculate the accuracy,
which is simply the percentage of tweet pairs that are correctly classified as
similar or not similar.

The results can be seen in Table 5. The table shows that the performance
of these neural networks for the task is good and they can obtain a high
accuracy, especially when adding fully connected layers at the end of the
network.
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